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Connectivity for mobile systems

This article describes how mobile CAN-based systems and machine-on-wheels 
can be connected to the Internet

If you have not heard buzz words like Internet of Things (IoT), 
Machine-to-Machine communication (M2M), or Industry 4.0 

you might have spent the last few years on Mars or in an infor-
mation black out. With the emergence of the Internet and low-
cost data transmission possibilities, we started to connect a 
wide range of things (like sensors, machines, etc.).

But not only on the technical side, we as humans also 
adapt rapidly to this era. In fact, there is already a term for dig-
ital natives: Generation C. Members of this generation con-
nect to people and things in ways not imagined in the past. 
Social media, gadgets, and wireless technology allow Gen-
eration C to share data on the fly.

This process is often split up into two distinctive parts. 
First, there is the collection of data. This can be either tradi-
tional sensor data like temperature or pictures and videos for 
social networks. After the collection, most often we are trying 
to get useful information out of the collected data. With the 
new wave of smart and self-learning algorithms – here we 
have a new range of other new buzz words like artificial intel-
ligence or neuronal networks – it feels like we are still in the 
early stages of turning huge amounts of data into actionable 
information (this can range from new decentralized weather 
monitoring and prediction systems to face recognition algo-
rithms). Here, the focus will be on the connectivity aspect of 
the process or in other words how all these devices can be 
connected to the Internet and data can be exchanged. Even 
more specifically on mobile systems with CAN or CANopen 
networks and how they can connect into the Internet and 
make IoT and Industry 4.0 reality.

Therefore, we are firstly looking into the current situation, 
circumstances, and some constraints in which mobile CAN-
based systems are operating. Followed by a look into tech-
nologies how data from CAN networks can be transported 
into the Internet. Finally, some connectivity applications sce-
narios are outlined and how they could be implemented.

Situation

CAN as a central communication technology in mobile sys-
tems is widely found. Naming just some representative exam-
ples is almost impossible. Our customers operate on- and 
off-road trucks in various shapes and heavy construction 
machinery in general. All of these machines and systems rely 
on one or multiple CAN networks.

Traditionally, these machines and systems have been 
black sites regarding connectivity. There are CAN networks 
on the machine itself but there was no need to communicate 
with the outside world. In the 1990s, mobile phones allowed 
drivers, operators, and support technicians to connect to 
the outside world (at least audio) but the systems itself not. 
According to different predictions, there are today up to 70 % 
of these machines and systems out silently doing their jobs.

Technology

So, if there are so many machines and systems out there, 
which might need to become part of IoT, what are the tech-
nology options to make this happen?

First of all, there is an architectural or systemic question. 
Like cars or mobile phones, the first idea could be that every 
machine has its own access to the Internet. That is definitely 
true for most of the machines with CAN networks. Trucks 
in all shapes often operate alone or at least drive routes by 
themselves. Therefore, a separate connection per machine is 
necessary. However, there are other cases in which a group 
or a fleet of machines work together in well-defined areas, 
like jobsites or mines. In these scenarios, it could be possible 
that only one machine or system has access to the Internet 
and all other machines re-use this connection.

Case 1 - Machines with own Internet connection

Let’s start with the first case in which each machine has its 
own Internet connection. The most obvious solution is the use 
of a mobile network. With the current LTE speed it is possi-
ble to reach up to 300 Mbit/s download and 75 Mbit/s upload 
speed. This should be easily enough to transport data from 
multiple CAN networks. Even with the older mobile network 
standard 3G (at least 2 Mbit/s) it should be easily possible to 
connect machines into the Internet. However, this touches on 
the topic of coverage. In large cities LTE and 3G (as backup) 
are widely available. But less populated and rural areas in 
general have limited or no mobile network coverage at all. 
For example, there is currently a major motorway (Autobahn)  

Figure 1: Smartphones 
are increasingly used to  
provide Internet connectivity  
for mobile CAN-based systems 
(Photo: Moba)
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construction project underway in Germany connecting the 
cities of Kassel and Eisenach. The motorway leads to larger 
areas without any mobile coverage, making it difficult to con-
nect to the construction machines on this jobsite. Another 
point is the set-up and ease of use. Modern solutions cover 
the complexity in setting up SIM card, providing therefore a 
good and easy experience for users of such solutions.

To be able to use mobile networks, it is usually neces-
sary to sign a contract with one of the mobile network opera-
tors. Here are two important things to mention. Firstly, mobile 
network operators often separate their networks on country 
boundaries. So, if machines are used across borders, it might 
be necessary to check the pricing. Within the European Union 
roaming costs become a thing of the past, however in other 
regions of the world, this still needs to be considered. Sec-
ondly and related to the first point, mobile network operators 
charge monthly fees for their services. This is fine for most of 
the applications, however if the connection to a machine and 
its CAN networks is only needed occasionally, a monthly fee 
for mobile network operators is perceived as high costs.

Here, smartphones started to become a major role 
to provide connectivity even in these cases. Gateways 
which provide access to CAN networks via WiFi or Blue-
tooth are connected to the smartphone, which acts as a 
tethering device or in other words as central access point 
into the Internet. The advantages and differences between 
WiFi and Bluetooth are discussed in more detail later on in  
case 4.

Case 2 – Internet connection via WiFi hotpots

The second option how individual machines and their CAN 
networks could connect to the Internet is to use openly avail-
able WiFi hotspots. Like mobile network coverage, this is 
most often available in larger cities and it might be difficult 
to get hold of a WiFi hotspot in rural areas. Notable excep-
tions are the countries of Estonia and Lithuania, which have 
– according to several reports – the best and widest-ranging 
WiFi hotspot networks in the world. Here you might be able to 
connect to a WiFi hotspot even in rural areas.

Case 3 – Internet connection via satellite-based 
communication

Finally, it might be possible to use satellite-based communi-
cation (e.g. Iridium or Inmarsat) in areas of missing mobile 
coverage. A prime example is Australia. In most parts of 
the sparsely populated Outback there is no mobile cover-
age available. Due to the large distances, there are solutions 
available in which trucks report important data through sat-
ellite-based communication. Unfortunately, the use of satel-
lite communication is very expensive compared to the usage 
costs of mobile networks.

Case 4 – Internet connection through a central 
access point

As mentioned earlier, the second architectural option is 
the use of a central access point to connect into the Inter-
net, which is then re-used by other machines and systems. 
The central access point faces the same considerations in 
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regards how to connect to the Internet as described above. 
Most often a connection via a mobile network can be a via-
ble solution. But there might be other aspects to consider as 
well. In such a scenario, there would be only one connec-
tion, therefore the costs are limited and it might be possible 
to use a high-quality and very reliable solution. Also from a 
risk point, it might be important to focus on reliability as the 
connection would be the single point of access to a fleet of 
machines. In other environments like mines, it might also be 
possible to set-up an additional IT infrastructure to provide 
connectivity. Here, often WiFi routers are installed, allowing 
machines access to the Internet.

Besides the central access point, it is crucial how other 
machines can connect to this access point. The two most 
common technologies are WiFi and Bluetooth. Both have dis-
tinctive features, which can both be suitable technologies for 
different machines and use cases. Here, five specific charac-
teristics are highlighted.

The first aspect is range. Bluetooth has an intended 
range from 10 m up to 100 m. In the WiFi world, there  
are no pre-defined ranges. Here it depends on aspects like 
transmission power and antennas. To complicate matters, 
a lot of countries have specific regulations around maxi-
mal antenna power output. However, the current distance 
record is held by the Swedish Space Agency with 420 km 
(260 miles) – using special equipment. But even with stan-
dard equipment it is likely to reach 200 m (656 ft) outdoors. 
Another aspect is bandwidth. For Bluetooth the maximum 
bandwidth is 24 Mbit/s. Whereas WiFi allows up to 862 Mbit/s 
with its newest standard. This is even higher than the current 
LTE standard.

Related to range and bandwidth is power consump-
tion. It is easily imaginable that WiFi creates a stronger sig-
nal (and therefore consuming more power) as WiFi signals 
need to travel further and with higher bandwidth. A study from 
the University of California at Los Angeles has shown that in 
worst case scenarios Bluetooth needs less than 3 % of the 
power WiFi would need for the same task. Another very inter-
esting and sometimes overlooked aspect is the routing capa-
bility of the different technologies. With routing it is possible to 
send data between different networks. In fact, routing makes 
(access to) the Internet actually work. Since WiFi is based on 
the same protocols used in the Internet, it supports routing. 
Bluetooth usually does not support routing. The most com-
mon use case is a so-called point-to-point connection (like a 

smartphone and hands-free car kit). In other words, it is nec-
essary to convert the data received from Bluetooth, so that it 
can be used and routed in the Internet.

The last aspect is set-up and ease of use. Even though 
the people who struggled with a Bluetooth pairing lately, 
might disagree, but – in general – Bluetooth is easier to set-
up. WiFi now has possibilities like WPS, which reduce set-
up hassles, however it can get somewhat more complicated 
with network names (SSID), passwords, network structure, 
and so on.

Application scenarios and their implementation

After looking through the available technical options to pro-
vide Internet connectivity for CAN-based systems, let’s have 
a look at three different application scenarios and how they 
could be implemented, namely remote support, machine-
related data, and production-related data. The three scenar-
ios are described separately here, but often they are used 
together at a machine or system.

Remote support

Remote support for machines is often the first idea, which 
comes to mind if it comes to Internet connectivity. Remote 
Support stands for a wide range of options and possibilities. It 
could be that a new machine is tested in the field and the engi-
neering department wants to check the machine regularly or 
if customers report problems with the machine. Another use 
case could be that the machine is in the early stages of pro-
duction and the chance of a software or firmware update is 
high. Or maybe machines are sold worldwide and in some 
regions of the world the support or dealer network is not as 
extensive as in the domestic markets. Or maybe the users 
of the machines manage very time-critical processes and 
therefore any down-time is extremely critical and expen-
sive. Fixing the problem as quick as possible is therefore 
crucial. Yet another use case is the possibility to train users 
remotely. Instead of trying to explain how to use the system 
on the phone or sending a technician to the user, the screen 
is shared and the support technicians can remotely train and 
provide best practice experiences.

Implementing remote support usually means that each 
machine has its own device or possibility to connect to the 
Internet. Using the other approach of a central access point 
might work in some circumstances, however if the access 
point needs support the whole fleet of machines and sys-
tems might also not be connected to the Internet. Due to the 
wide range of options which are summarized under remote 
support, the used technology will be different. If the timely 
access to the machine is highly important, a SIM card solu-
tion or in extreme cases even a satellite-based solution are 
the right choice. On the other end of the spectrum are solu-
tions in which the support can wait until a machine is back 
in the workshop or yard. The solution here would be that the 
machine connects via WiFi (through an existing WiFi net-
work) into the Internet. For price-sensitive markets or only 
occasional accesses to a machine, which do not want to pay 
a monthly fee to mobile network operators, the solution with 
a smartphone acting as tethering device is a very interest-
ing solution.

Figure 2: Typical setup to connect mobile CAN-based 
systems to the Internet (Photo: Moba)
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Machine-related data

Machine-related data, as the next application scenario, 
are somewhat related to remote support, in the sense that 
support is hopefully reduced due to the usage of machine-
related data. These data are characterized as all data which 
directly belong to a machine. Obviously, this varies with each 
machine and system, but recurring examples are information 
about oil (pressure, remaining oil, status of oil filter), remaining 
fuel, engine status (idle, engine speed) and much more. With 
these data a wide range of things can be accomplished. To 
mention a few, the already mentioned support can be better 
planned. For instance, if an oil filter shows first signs of prob-
lems, an exchange can be scheduled and therefore an unex-
pected failure of the machine in operation can be avoided. 
Another use case of machine-related data is the monitoring 
and improvement of machine utilization. If a machine is used 
only occasionally or not at all, it might be better utilized at a 
different jobsite, plant, etc. (given that it is not a specialized 
machine which is needed specifically there). A last machine-
related data use case example is the improvement of produc-
tivity. For example, if an engine is most of the time idle, it burns 
a lot of fuel (and creates pollution) and takes hours away from 
the machine’s warranty. Therefore, turning off engines if they 
are not used can save money and air pollution.

Similar to remote support, the technical implementation 
depends on the users’ requirements. If, for example, a rental 
company wants to check that a machine is only used within 
the terms agreed in a rental contract, a solution with a SIM 
card is most likely suitable. But if the focus is on oil filter sta-
tus, it might be enough to connect the machines into the Inter-
net as soon as they are back on the yard. If the machine is 
part of a fleet, the use of a central access point is also a via-
ble solution.

Production-related data

In contrast to machine-related data, production-related data 
focuses on the processes or tasks the machine is currently 
working on. A practical example would be fill or cut informa-
tion from an excavator. Very often excavators are used to fill 
an area (filling) or remove a pile, hill, dig a whole, and so on 
(cut). In this case it could be very interesting to know how far 
the task of filling or cutting is progressed. Another use case 
could be that the plan changes on what needs to be filled or 
cut and the updated plan needs to be sent to the operator. In 
general, the processes and tasks are specific to machines 
and the applications in which they are used. But there are 
some recurring patterns which can be identified across a 
wide range of processes and tasks. Firstly, the degree of task 
completion is, as already mentioned, very often of interest. 
Secondly, reports or documentation about the tasks or pro-
cesses done are important. For example, in road construc-
tion the asphalt temperature can be measured throughout 
the paving process. If the temperature stays within a cer-
tain range, it is a proxy for a high-quality asphalt and there-
fore high-quality roads. Thirdly, any problems or exceptions 
form the process should be reported; often in form of warn-
ings, errors, and exceptions. Lastly, process or task updates 
need to be sent immediately to the machine. This could be 
the already mentioned plan update for excavators but also a 

wide range of other information and parameters like the max-
imal boom length of a crane based on current weather con-
ditions.

Implementing the connectivity of production-related 
data requires usually a constant Internet connection. In this 
scenario, the use of mobile networks is the dominantly used 
technology, whether each machine has a separate SIM card 
or there is a central access point for a fleet of machines (e.g. 
a WiFi hotspot in a mine). If the process or task is highly criti-
cal or creates a lot of value for the user, it might be helpful to 
use satellite-based communication. It is worthwhile mention-
ing that production-related data can become large in quan-
tity. Therefore, it is important that there is not only a connec-
tion but a connection with enough bandwidth to transfer all 
the data.

Summary

The Internet of Things and Industry 4.0 are currently filled with 
life. In this article, we had a look on how mobile CAN-based 
systems and machines can be connected into the Internet 
and therefore become part of IoT and Industry 4.0. Depending 
on the users’ needs there are well-established technologies 
available to connect machines and systems to the Internet. 
Most prominently is the use of mobile networks either for each 
machine or as a central access point for a fleet of machines. 
The use of a smartphone as a tethering device, WiFi, Blue-
tooth, satellite-based communication also are important 
technologies for connectivity and might become even more 
important in the future. All these technologies are used in 
application scenarios found in mobile machines and systems. 
These scenarios, namely remote support, machine-related 
data, and production-related data, represent a wide range 
of use cases and applications which make IoT and Industry  
4.0 reality.                                                                               t
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CAN automates crop cultivation

The described relatively simple system illustrates how CAN networks could 
be used to control the environment within a commonplace horticultural 
application.

Research conducted by the University of Minnesota has 
estimated that, given that current projections expect 

the global population to be over 9 billion by 2050, agricul-
tural output would need to increase by approximately 60 
percent in order to avoid major food shortages being wit-
nessed within this period. At the same time dwindling oil 
reserves will mean that biofuel production has to be ramped 
considerably to keep pace with heightening demand (mar-
ket analysts at Navigant Research have recently predicted 
that annual biofuel shipments will rise by around 35 % to 
40 % between now and 2020). These two dynamics when 
factored together will put a great deal of strain on the plan-
et’s crop production capabilities. In response, more com-
prehensive use of technology is going to be needed so as 
to increase crop yields.

CAN is the dominating in-vehicle network. CAN net-
works are also used in industrial automation (mainly in 
embedded front-end units) and building automation (cli-
mate control and lighting control systems). CAN presents 
engineers with an easy to implement, lightweight, error 
detectable network protocol that is capable of supporting 
communication at 1-Mbit/s data rates over distances up to 
1 km without repeaters. It is, that the implementation of 
CAN is starting to see substantial uptake within agriculture 
and horticulture, where an increasing degree of automa-
tion is now being mandated. These industries of course 
generally need large expanses of land on which to grow 
their produce and often field repair/maintenance could 
prove to be expensive - so a reliable, far-reaching, very 
economical networking medium such as CAN displays all 
the main attributes to make it appealing.

If an agricultural/horticultural automation implementa-
tion is to be fully effective, data concerning soil condition, 
ambient temperature and humidity levels needs to be con-
tinuously acquired, in order to ensure that these key envi-
ronmental parameters are maintained at optimal level to 
maximize crop production. In addition, light sensors can 
be used to monitor how well the crop is being illuminated 
in different areas. Once all this data has been transported 
back it can be analyzed and actions taken if needed. By 
way of an example let’s take a large greenhouse. If the 
light levels in a particular area were consistently found to 
be lower than elsewhere in the building, the LED lighting at 
that location could be turned up to provide greater illumina-
tion and thereby encourage great photosynthesis to occur. 
Furthermore, if analysis suggests that alteration of the light 
wavelengths will be advantageous in terms of crop growth 
then the balance of RGB-LEDs can be altered accordingly. 

With regard to a large outdoor agricultural facility, if data 
retrieved suggested (for instance) that the soil’s moisture 
content was too low, the operative examining these figures 
could subsequently initiate the carrying out of additional 
water spraying to alleviate the issue.

The benefits of greater automation in agriculture and 
horticulture are clear. There is a problem, however, that 
needs to be overcome if its more extensive proliferation 
is to be secured in an acceptable timeframe. This is hav-
ing the electronic hardware available that can firstly cope 
with all the fairly heavy data processing involved in a cost-
effective manner and then; secondly, have the connectivity 
features that are required.

The shown example in Figure 1 illustrates how a 
CAN-based infrastructure may be used to control the envi-
ronment within a commonplace horticultural application. 
Here parameters such as soil moisture, air temperature, 
air humidity and light levels are all being addressed via the 
array of appropriate sensing devices that have been incor-
porated. These are employed to collect vital environmental 
data from different locations and then feed it back so that 
it can be examined. They furnish the operative with greatly 
enhanced visibility on how different environmental condi-
tions are effecting the crop and enable well informed deci-
sions to be made about what changes might need to be 
made to improve yields.

The root node collects sensor data that has been cap-
tured at the child nodes (1 and 2). It then transmits the 
data (concerning characteristics of the soil, air, etc.) to an 
Android application via a Wi-Fi module. The Android appli-
cation (which can run on a wirelessly connected portable 
electronics platform, such as a tablet or laptop) is able to 
monitor all the information coming in simultaneously from 
that numerous connected sensors within the system. From 

Figure 1: Schematic of a horticulture 
automation system (Photo: FTDI)
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